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1
APPARATUS AND METHOD FOR
OUTPUTTING LAYOUT DATA ACCORDING
TO TIMING INFORMATION, AND STORAGE
MEDIUM

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to an apparatus and a method
for outputting layout data in which an object is arranged on a
template, and a storage medium.

2. Description of the Related Art

There are techniques for arranging an image owned by a
user, such as a photograph photographed by a digital camera,
to a template.

Japanese Patent Application LLaid-Open No. 2007-310553
describes a technique for displaying a layout image corre-
sponding to a start time and date when a layout image gen-
eration program has started. More specifically, Japanese
Patent Application Laid-Open No. 2007-310553 describes
the technique for determining date/time information or event
information corresponding to the start time and date, and
generating a layout image using an image and a template
including the date/time information or the event information.

The technique described in Japanese Patent Application
Laid-Open No. 2007-310553, however, uses either one of the
date/time information and the event information correspond-
ing to the date and time when the layout image generation
program has started, to select an image and a template includ-
ing the information. Thus, it may not be possible to select an
appropriate image or an appropriate template in some cases.

If an image and a template are selected based only on the
date/time information, the image and the template are
selected regardless of in what kind of event the image has
been photographed at the date and time indicated by the
date/time information. Thus, for example, if there are a plu-
rality of events on the same date, images of the plurality of
events may be selected in a mixed manner.

In addition, if an image and a template are selected based
only on the event information, the image and the template
may be selected that are inappropriate for the date and time of
outputting the layout image. For example, the case is consid-
ered of an event of which date varies by individual, such as a
birthday. An image and a template related to a birthday are
selected even if it is the birthday of a particular person. Thus,
an image and a template related to a person other than a
desired person may be selected.

SUMMARY OF THE INVENTION

The present invention relates to an image processing appa-
ratus and an image processing method that are capable of
outputting layout data in which an object appropriate for an
output timing of the layout data is arranged on an appropriate
template, and a storage medium.

According to an aspect of the present invention, an appa-
ratus includes an acquiring unit configured to acquire timing
information indicating timing at with which an object to be
arranged to a template is output and corresponds to a combi-
nation of a plurality of types of attributes of the object, a first
selecting unit configured to select an object corresponding to
the combination, based on output timing at with which layout
data is output and the timing indicated by the timing infor-
mation acquired by the acquiring unit, a second selecting unit
configured to select a template corresponding to at least one
type of an attribute among the plurality of types, and an
outputting unit configured to generate layout data with which
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the object selected by the first selecting unit is arranged to the
template selected by the second selecting unit, and to output
the generated layout data.

Further features of the present invention will become
apparent from the following description of exemplary
embodiments with reference to the attached drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram illustrating an exemplary con-
figuration of a host computer.

FIG. 2 illustrates a structure of an image file.

FIG. 3 illustrates a layout data generation program.

FIG. 4 depicts example information to be registered in an
image database.

FIG. 5 is a flow chart illustrating image grouping process-
ing.

FIG. 6 illustrates settings of a person profile with respect to
an image group.

FIG. 7 illustrates settings of event information with respect
to date/time information.

FIG. 8 illustrates an example of a layout data generation
condition.

FIG. 9 illustrates a data structure of a template.

FIG. 10 is a flow chart illustrating an example of image
selection processing.

FIG. 11 illustrates examples of evaluation items to be used
to select a layout data generation condition.

FIG. 12 is a flow chart illustrating an example of template
selection processing.

FIG. 13 illustrates an example of a configuration of a tem-
plate.

FIGS. 14A and 14B together comprise a flow chart illus-
trating an example of template selection processing.

FIG. 15 illustrates examples of printer information and
template selection criterion based on the printer information.

FIG. 16 illustrates a layout data generation condition in
which keywords are registered by a user.

DESCRIPTION OF THE EMBODIMENTS

Various exemplary embodiments, features, and aspects of
the invention will be described in detail below with reference
to the drawings. The exemplary embodiments which will be
described below do not restrict to the invention according to
the claims. All of combinations of the features described in
the exemplary embodiments are not always essential to the
means for solution according to the invention.

FIG. 1 is a block diagram illustrating a configuration of a
host computer 100 which is an example of an apparatus
according to the present invention.

As illustrated in FIG. 1, the host computer 100 is connected
to a printer 105 and a monitor 106. The host computer 100
includes application software 101 for generating layout data
according to the present exemplary embodiment. The appli-
cation software 101 issues a group of various rendering pro-
cess commands (an image rendering command, a text render-
ing command, and a graphics rendering command) indicating
an output image, and inputs the group of various rendering
process commands to a monitor driver 104 via an operating
system (OS) 102. The monitor driver 104 then causes the
monitor 106 to display an image corresponding to the various
rendering process commands issued by the application soft-
ware 101. In a case of printing the image, the application
software 101 inputs the group of rendering commands to a
printer driver 103 via the OS 102. The printer driver 103 is
software for processing the group of rendering commands to
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generate print data, and causing the printer 105 to print an
image corresponding to the print data.

To store and operate the above-described software, the host
computer 100 includes hardware such as a central processing
unit (CPU) 108, a hard disk (HD) 107, a random access
memory (RAM) 109, aread-only memory (ROM) 110, and so
on. The host computer 100 is also connected to operation
devices (a mouse, a keyboard, a touch panel, and the like) (not
illustrated).

The HD 107 and the ROM 110 store various types of data
and programs. When a program corresponding to the appli-
cation software 101 is stored in the HD 107 or the ROM 110,
the application software 101 is installed into the host com-
puter 100. The HD 107 and the ROM 110 also store a program
corresponding to the OS 102 and programs corresponding to
the printer driver 103 and the monitor driver 104.

In response to an instruction issued by a user and input to
the host computer 100 via any of the operation devices, the
CPU 108 loads the above-described programs stored in the
HD 107 and the ROM 110 into the RAM 109 to execute the
programs. Accordingly, functions of the application software
101, the OS 102, the printer driver 103, and the monitor driver
104 can be achieved. An instruction issued by a user may be
input to the host computer 100 not only via the operation
devices but also via a touch panel.

In addition, in the host computer 100, the application soft-
ware 101 generates various types of data to be output.
Examples of the types of data to be output include text data
categorized into text such as characters, graphics data catego-
rized into graphics such as figures, and image data catego-
rized into photographic images. As output processing of the
various types of data, it is possible, for example, to display
output image data on the monitor 106, output the output
image data to the printer 105, and transmit the output image
data to an external apparatus. When the printer 105 is caused
to print an image based on the output image data, the appli-
cation software 101 makes a print output request to the OS
102. At this time, the application software 101 issues to the
0OS 102 a group of rendering commands in which a text data
portion is formed by a text rendering command, a graphics
data portion is formed by a graphics rendering command, and
an image data portion is formed by an image rendering com-
mand.

According to the present exemplary embodiment, the host
computer 100 illustrated in FIG. 1 arranges an object such as
an image on a template according to the program correspond-
ing to the application software 101, so that a layout image is
generated.

FIG. 2 illustrates a structure of an image file of an image to
be arranged on a template. According to the present exem-
plary embodiment, an image file of an image to be arranged is
an image file of an image photographed by a digital camera.
If the image file of the image photographed by the digital
camera is based on, for example, the exchangeable image file
format (Exif) standard, the image file includes an image data
portion 202 together with a metadata portion 201 which is
information regarding the image. In the metadata portion 201,
information pieces such as an image size (the number of
pixels), a photographing date and time, photographing cam-
era information, a photographing location, and a rating are
recorded. The rating is a result of an evaluation of the image
data portion 202. The evaluation result is recorded according
to the states of exposure and focus during the photographing
of the image by the digital camera or in image editing appli-
cation software. Further, a user can manually set the evalua-
tion result. According to the present exemplary embodiment,
it is also possible to deal with an image file not including the
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4

metadata portion 201 illustrated in FIG. 2. For example, it is
possible to use time stamp information included in the image
file, instead of the photographing date and time included in
the metadata portion 201.

FIG. 3 illustrates the functions of the application software
101.

An image management function 305 has a function of
loading an input image file 304 (the image file illustrated in
FIG. 2) into the host computer 100. The input image file 304
is stored in an internal memory (e.g., the HD 107) of the host
computer 100 in FIG. 1, or stored in a memory of a device
connected to the host computer 100. The image management
function 305 loads the input image file 304 therein from either
of these memories.

The image management function 305 has a function of
managing the input image file 304 including the metadata
portion 201 and the image data portion 202 together with
information in an image database 306 illustrated in FIG. 4.
The image database 306 is created in the HD 107 or the RAM
109.

The image management function 305 also has a function of
extracting a person included in the image of the input image
file 304. Thus, the image management function 305 can create
a group with respect to each person included in an image, and
categorize a plurality of images into the created groups in the
image database 306. When performing the grouping process-
ing, the image management function 305 analyzes the image
data portion 202 of the input image file 304, and if a person is
included in the image, performs face detection. Then, the
image management function 305 categorizes the image by the
feature amount of the face calculated based on the detection.
Thus, the image management function 305 can group a plu-
rality of images with respect to each person.

The image management function 305 also has a function of
grouping image files with respect to each photographing date
in the image database 306 based on the photographing date
information included in the metadata portion 201 of the input
image file 304. The details of the image file grouping pro-
cessing performed by the image management function 305
will be described with reference to FIG. 5.

A layout data generation function 301 arranges an image
stored in the image database 306 on a template 303 to gener-
ate layout data. The layout data generation function 301
selects a template to be output and an image to be output
according to a layout data generation condition 302.

The template 303 is an image in which an image of an
image file is arranged. The HD 107 or the ROM 110 stores a
plurality of templates among which a template to be output is
selected. The layout data generation condition 302 is a con-
dition for an image to be arranged or a template on which an
image is arranged when the layout data generation function
301 generates layout data. The layout data generation func-
tion 301 selects an image from the image database 306 or a
template from among the plurality of templates according to
the layout data generation condition 302. The details of the
processing of selecting an image and a template to be output
will be described below with reference to FIGS. 10 and 12.

A layout data presentation function 307 has a function of
outputting layout data generated by the layout data generation
function 301 and presenting the layout data in such a form as
to be recognized by a user. For example, the layout data
presentation function 307 outputs, via the OS 102 and the
printer driver 103, layout data to the printer 105 connected to
the host computer 100, and causes the printer 105 to print an
image corresponding to the layout data. Alternatively, the
layout data presentation function 307 outputs, via the OS 102
and the monitor driver 104, layout data to the monitor 106
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connected to the host computer 100, and causes the monitor
106 to display an image corresponding to the layout data.

According to the present exemplary embodiment, the lay-
out data generation function 301 obtains date/time informa-
tion regarding the time when the layout data presentation
function 307 outputs layout data, and the layout data genera-
tion function 301 selects an image and a template to be output
according to the date/time information. At this time, the lay-
out data generation function 301 selects a template by com-
bining a plurality of conditions corresponding to the date and
time (an event and a person corresponding to the date and
time). Thus, the layout data generation function 301 can
select, among various images and templates, an appropriate
template corresponding to the date and time of outputting the
layout data.

Next, the functions illustrated in FIG. 3 are described in
detail.

FIG. 5 is a flow chart illustrating the image file grouping
processing performed by the image management function
305 illustrated in FIG. 3. This processing is achieved by the
CPU 108 executing a program corresponding to the image
management function 305 in FIG. 3 which is stored in the HD
107 or the ROM 110.

In step S501, the image management function 305 loads
the input image file 304.

Then, in step S502, the image management function 305
determines whether a person is included in the image of the
loaded image file. In the determination of whether a person is
included in step S502, the image management function 305
analyzes the image data in the image file to detect an area
corresponding to a person’s face. As a result of the detection,
if an area corresponding to a face (i.e., face area) is included,
the image management function 305 stores in the RAM 109
the face area in the image on the assumption that a person is
included in the image. If a plurality of face areas is detected at
this time, the image management function 305 stores in the
RAM 109 each of the plurality of face areas in the image on
the assumption that a plurality of people is included in the
image. If the image management function 305 determines
that no person is included in the image (NO in step S502), the
image management function 305 stores the image in the
RAM 109 on the assumption that no person is included in the
image file.

In step S502, if the image management function 305 deter-
mines that a person is included (YES in step S502), then in
step S503, the image management function 305 calculates a
feature amount of the face of the person. The image manage-
ment function 305 can use a value obtained in the face detec-
tion processing in step S502 as the feature amount of the face.
Then, in step S504, the image management function 305
compares the feature amount of the face calculated in step
S503 with the feature amounts of the faces of the people in the
image files included in existing groups, and determines
whether the person included in the image file to be processed
is a person in any of the existing groups.

In step S504, if the image management function 305 deter-
mines that the person in the image file to be processed is a
person corresponding to any of the existing groups (YES in
step S504), then in step S505, the image management func-
tion 305 adds the image file to the existing image file group.

Whereas if the image management function 305 deter-
mines that the person in the image file to be processed is not
a person corresponding to any of the existing groups (NO in
step S504), then in step S506, the image management func-
tion 305 creates a new person image file group. Then, in step
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S507, the image management function 305 adds the image
file to be processed to the person image file group created in
step S506.

After adding the image file to the group in step S505 or
S507, then in step S508, the image management function 305
determines whether another person other than the person
processed in steps 504 to 507 is included in the image file. In
step S508, if a plurality of faces is detected in step S502, the
image management function 305 determines that another per-
son is included in the image file. Then, the image manage-
ment function 305 repeats the processing in steps S503 to
S507 until the image management function 305 executes the
processing in steps 503 to 507 on all of the plurality of face
areas stored in the RAM 109 in step S502.

According to the above-described processing illustrated in
FIG. 5, image files are managed with respect to each group in
the image database 306. In the example illustrated in FIG. 5,
the image management function 305 groups image files with
respect to each person. The image management function 305,
however, groups image files also with respect to each photo-
graphing date.

The image management function 305 manages image files
in the image database 306 as described above, and also man-
ages ancillary information indicating the attributes of each
image file in the image database 306. When generating layout
data, the layout data generation function 301 identifies an
image to be arranged on a template with reference to the
ancillary information.

FIG. 4 illustrates the ancillary information registered in the
image database 306.

An image file path 401 is path information including a
storage location and a file name of an image file. An image file
is generated inthe HD 107 or the RAM 109, and therefore, the
image file path 401 indicates an area in the HD 107 or the
RAM 109.

Photographing date information 402 indicates a photo-
graphing date of the image. The photographing date informa-
tion 402 is obtained based on the photographing date included
in the metadata portion 201 in FIG. 2. If the photographing
date information is not included in the Exif data in the image
file, the last update date recorded in a time stamp of the image
file may be used as the photographing date.

Favorite setting information 403 indicates an evaluation of
the image provided by a user. For example, the rating
included in the metadata portion 201 in FIG. 2 is used as the
favorite setting information 403. If a user evaluates the image
in an application of a digital camera or a personal computer,
the metadata portion 201 stores the rating indicating the
evaluation. Thus, the stored rating may be used as the favorite
setting information 403. Alternatively, if the user evaluates
the image using the application software 101, the evaluation
may be used as the favorite setting information 403.

Same person profile information 404 is identification (ID)
information for identifying a person included in the image.
According to the present exemplary embodiment, an image
including a particular person is regarded as a target to be
arranged on a template. At this time, a person included in the
image can be identified by identifying profile information
associated with the ID information with reference to the pro-
file information 404. The details of the content of the profile
information will be described below.

Event information 405 is ID information for identifying an
event (a birthday, a graduation ceremony, or the like) related
to the image. According to the present exemplary embodi-
ment, an image of a particular event is regarded as a target to
be arranged on a template. At this time, an event correspond-
ing to the image can be identified by identifying event infor-
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mation associated with the ID information with reference to
the event information 405. The details of the content of the
event information will be described below.

The number of times of viewing 406 represents the number
of output times the user has viewed the target image. The
number of times of printing 407 represents the number of
output times the user has printed the target image. If one
image is viewed with a viewer of the application software
101, or a print instruction to print one image is issued, the
corresponding number of times is counted and stored in a
memory area assigned to the application software 101. With
reference to the corresponding number of times stored in the
memory area, the image management function 305 can obtain
the number of times of viewing 406 or the number of times of
printing 407. In addition, if the metadata portion 201 of an
image file stores the number of times of viewing the image file
and the number of times of printing the image file, the image
management function 305 may refer to this information.

FIG. 6 illustrates an example of the person profile infor-
mation identified by the same person profile information 404
in the ancillary information illustrated in FIG. 4. The profile
information is set according to an instruction issued by a user.
To set the profile information, for example, the application
software 101 causes the monitor 106 to display images in the
image database 306 with respect to each person group. Then,
the user can perform a setting operation on each person group
using any of the operation devices, so that the profile infor-
mation can be set with respect to the person group.

A person name 601 represents the name of a person
included in the image or a character string for identifying the
person. A date of birth 602 indicates the date of birth of the
person included in the image. A relationship 603 represents
the relationship between the person included in the image and
the user, and represents, for example, “son”, “mother”,
“granddaughter”, or “friend”. The relationship 603 is set by
the user selecting any one of a plurality of predetermined
options for relationships in the application software 101.

FIG. 7 is an example of the event information identified by
the event information 405 in the ancillary information illus-
trated in FIG. 4. The event information is also set according to
an instruction issued by the user in a similar manner to the
profile information. An event name 701 represents the name
of an event or a character string for the user to identify the
event. An event category 702 represents the category of the
event, for example, “travel”, “graduation ceremony”, or
“hobby”. An event occurrence date 703 represents date infor-
mation regarding the period during which the event has
occurred. The user can register an event over a plurality of
dates, or can register a plurality of events on the same photo-
graphing date.

1D information for identifying the profile information illus-
trated in FIG. 6 and the event information illustrated in FIG.
7 is set for the person group and the photographing date group
of'the image, and is further set for the images included in each
group. As a result, the ID information for identifying the
profile information set by the user is stored in the ancillary
information corresponding to each image included in the
groups. The profile information can be set not only for the
groups, but also for each image individually by the user.

According to the present exemplary embodiment, the lay-
out data generation function 301 generates layout data, and
the layout data presentation function 307 presents the layout
data to the user. At this time, based on the presentation date
and time of the layout data and the layout data generation
condition 302, the layout data generation function 301 deter-
mines a template to be used in the layout data and an image to
be arranged on the template.
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More specifically, in the layout data generation condition
302, a condition for specifying a person and an event is set.
The layout data generation function 301 obtains the template
303 corresponding to the person and the event specified by the
condition. Further, based on the ancillary information illus-
trated in FIG. 4, the layout data generation function 301
obtains an image corresponding to the person and the event
specified by the condition, with reference to the image data-
base 306.

FIG. 8 illustrates an example of the layout data generation
condition 302.

In the layout data generation condition 302, a plurality of
conditions for identifying a template and an image to be used
to generate layout data are stored, and an ID is assigned to
each condition. In each condition, at least one of items,
namely a person, an event, and the number of photographed
images, is set. Each condition can also include timing infor-
mation. The above-described items do not need to be set in
each processing. Thus, an item which is not set in processing
is not used for a condition.

With reference to the ancillary information of an image file,
the layout data generation function 301 obtains from the
template 303 a template corresponding to a condition stored
in the layout data generation condition 302. Each template
includes IDs corresponding to respective conditions as illus-
trated in FIG. 9. Thus, the layout data generation function 301
obtains a template including the ID corresponding to the
condition. The details of a file configuration of a template will
be described below. Further, based on the ancillary informa-
tion illustrated in FIG. 4, the layout data generation function
301 also obtains an image corresponding to the condition
from the image database 306.

The timing information represents the timing at which
layout data is generated. For example, if the layout data
generation function 301 generates layout data according to
the date and time when the layout data is output and presented
to the user, the layout data generation function 301 identifies
from the layout data generation condition 302 a condition
including the timing information according to the presenta-
tion date and time.

The layout data generation function 301 compares the per-
son, the event, and the number of photographed images in the
condition of each ID included in the layout data generation
condition 302, with the ancillary information of the image
file, and determines whether there is an image that matches
the condition. Further, the layout data generation function
301 compares the event date and time identified by the ancil-
lary information and the timing information with the current
date and time, and determines whether the condition corre-
sponds to the current date and time.

For example, the condition of an ID 001 in FIG. 8 is such
that the target person is “father”, the event is “birthday”, and
the timing information is “one month before and after birth-
day, year not considered”. In response, the layout data gen-
eration function 301 confirms the ancillary information of
each image file in the image database 306, and confirms
whether the image database 306 stores an image of which
person profile information is “father” and event is “birthday”.
If the image database 306 stores such an image, the layout
data generation function 301 confirms, based on the date of
birth in the profile information, whether the current date and
time is within one month before or after the birthday of the
“father”. If the current date and time is within one month
before or after the birthday of the “father”, the layout data
generation function 301 determines an image file included in
a group for the relationship “father” and corresponding to the
event “birthday”, as a target to be arranged on a template. At
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this time, the timing information describes “year not consid-
ered”, and therefore, the layout data generation function 301
does not consider the year in the comparison of the date of
birth with the current date and time. Thus, the condition is
matched one month before and after the birthday of the
“father” every year, and therefore, the layout data generation
function 301 generates this layout data one month before and
after the birthday of the father every year.

The condition of an ID 011 in FIG. 8 is such that the target
person is “son”, the event is “graduation ceremony”, and the
timing information is “one month after graduation ceremony,
one year considered”. Thus, the layout data generation func-
tion 301 determines, using the ancillary information of the
image file, whether the relationship “son” is registered as the
person profile information. If the relationship “son” is regis-
tered, the layout data generation function 301 confirms
whether the event “graduation ceremony” is registered as the
event information in the ancillary information. If, as a result
of thus confirming the ancillary information, the layout data
generation function 301 determines that there is an image
corresponding to “son” and “graduation ceremony”, the lay-
out data generation function 301 confirms the timing infor-
mation. The timing information is “one month after gradua-
tion ceremony”, and therefore, the layout data generation
function 301 compares the event occurrence date in the event
information with the current date and time, and determines
whether the current date and time is within one month after
the date of the graduation ceremony. In addition, the timing
information describes “one year considered”, and therefore,
the layout data generation function 301 determines that the
current date and time matches the timing information in the
event occurrence year and until the following year. The layout
data generation function 301, however, will determine that
the current date and time does not match the timing informa-
tion in the second and subsequent years. If the layout data
generation function 301 determines as a result that the current
date and time matches the timing information, the layout data
generation function 301 generates layout data.

In addition, as in the condition of an ID 999 in FIG. 8, itis
possible to describe only the number of photographed
images, such as “50 or more images on same photographing
date”. With this condition, if the number of images of the
same photographing date exceeds a predetermined number
regardless of registration information regarding people and
events, generation of layout data can be performed using
images of the same photographing date.

The layout data generation condition 302 may be stored in
the host computer 100, or may be stored in an external appa-
ratus capable of communicating with the host computer 100,
as a text file described, for example, in the extensible markup
language (XML) format. In this case, the layout data genera-
tion condition 302 is appropriately transmitted from the exter-
nal apparatus to the host computer 100. For example, when
the layout data generation function 301 generates layout data,
or when the application software 101 is started, the host
computer 100 obtains the layout data generation condition
302 from the external apparatus. If the layout data generation
condition 302 is thus stored in the external apparatus, it is easy
to replace or edit data.

As described with reference to FIGS. 3 to 8, the layout data
generation function 301 identifies an image that matches a
condition using the ancillary information of each image file
and the layout data generation condition 302. Further, accord-
ing to the present exemplary embodiment, the layout data
generation function 301 evaluates an image and determines a
condition corresponding to an image having a high evaluation
as a condition for generating layout data.
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FIG. 10 is a flow chart illustrating processing for selecting
a condition for generating layout data by the layout data
generation function 301 illustrated in FIG. 3. This process is
achieved by the CPU 108 executing a program corresponding
to the layout data generation function 301 in FIG. 3 which is
stored in the HD 107 or the ROM 110.

In step S1000, the layout data generation function 301
obtains the current date and time. The layout data generation
function 301 may obtain the current date and time determined
by a clock function of the application software 101, or may
obtain the current date and time determined by, for example,
a clock function of the OS 102 or another application.

In step S1001, the layout data generation function 301
reads the layout data generation condition 302. If the layout
data generation condition 302 is stored in the HD 107 or the
ROM 110 in the host computer 100, the layout data genera-
tion condition 302 is loaded from the memory of the HD 107
orthe ROM 110 into the RAM 109. Alternatively, if the layout
data generation condition 302 is stored in an external appa-
ratus, the processing for receiving the layout data generation
condition 302 from the external apparatus is performed.

The processing in steps 1002 to 1005 is executed with
respect to each of a plurality of conditions in the layout data
generation condition 302. In step S1002, the layout data gen-
eration function 301 compares one of the layout data genera-
tion conditions to be processed, with ancillary information in
the image database 306, and searches for one or a plurality of
images corresponding to the layout data generation condi-
tion. More specifically, the layout data generation function
301 searches for one or a plurality of images corresponding to
attributes of an image (a person and an event) in the layout
data generation condition and of which date and time (the
birthday or the event occurrence date) of the attributes of the
image (the person and the event) matches the current date and
time obtained in step S1000 and the timing information.

In step S1003, the layout data generation function 301
determines whether there is an image file that matches one of
the layout data generation conditions to be processed.

In step S1003, if the layout data generation function 301
determines that there is an image file that matches the layout
data generation condition (YES in step S1003), then in step
S1004, the layout data generation function 301 calculates the
evaluation values of the image using the ancillary information
of the image file.

FIG. 11 illustrates examples of evaluation items used in the
evaluation value calculation processing in step S1004.
According to the present exemplary embodiment, as the
evaluation values of the image file corresponding to the layout
data generation condition to be processed, the layout data
generation function 301 calculates the rating of the image file,
the number of times of printing the image file, the number of
times of viewing the image file, and the photographing date
and time of the image file. As illustrated in FIG. 4, the ancil-
lary information includes the favorite setting, the number of
times of printing, the number of times of viewing, and the
photographing date and time. Thus, with reference to the
ancillary information corresponding to the image file, the
layout data generation function 301 can obtain the evaluation
value of the image file with respect to each evaluation item.

When evaluation values of an image file are thus set, an
image file having a high evaluation in “rating”, and an image
file having a large number of times in “the number of times of
printing” or “the number of times of viewing” are determined
as an image file having a high evaluation value. Further, in
“photographing date and time”, an image file having a new
date and time when the image has been photographed is
determined as an image file having a high evaluation value. If
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a plurality of image files corresponding to the layout data
generation condition are found in the search in step S1002, a
combination of images far from each other in “photographing
date and time” among the plurality of image files is deter-
mined as a combination of image files having a high evalua-
tion value.

The rating of the image file, the number of times of printing
the image file, and the number of times of viewing the image
file are evaluated based on the respective average values of the
ratings, the numbers of times of printing, and the numbers of
times of viewing of the plurality of image files. Regarding to
the evaluation based on the rating, the image file to which a
favorite setting is made is evaluated. If a favorite setting is not
made for the image file, the evaluation values of the image file
are calculated without using its rating in step S1004.

In addition, in step S1004, the layout data generation func-
tion 301 evaluates the image file with respect to the plurality
of evaluation items based on a priority order illustrated in
FIG. 11. The priority order is determined such that an index
indicating the preference of the user ranks higher. The present
exemplary embodiment, however, is not limited to this. As an
evaluation method corresponding to the priority order, for
example, weighted addition is performed on the evaluation
result of each of the plurality of evaluation items according to
the evaluation order, and obtained result is regarded as an
evaluation value for one condition.

As described above, if the evaluation values of the image
are calculated in step S1004, the processing proceeds to step
S1005. In step S1005, the layout data generation function 301
determines whether the processing in steps 1002 to 1004 are
performed on all of the plurality of conditions in the layout
data generation condition 302. If there is a layout data gen-
eration condition of the next ID (YES in step S1005), the
layout data generation function 301 advances the 1D of the
condition to be processed to the next ID, and the processing
returns to step S1002.

After the evaluation values are calculated with respectto all
the layout data generation conditions by the processing in
steps 1002 to 1004 (NO in step S1005), the processing pro-
ceeds to step S1006. In step S1006, the layout data generation
function 301 selects the layout data generation condition
having the highest evaluation. Then, in step S1007, the layout
data generation function 301 selects, from among images
stored in the HD 107 as candidates to be arranged on a
template an image corresponding to the layout data genera-
tion condition selected in step S1006 as a target to be arranged
on a template.

According to the present exemplary embodiment, an image
having a high evaluation with respect to the evaluation items
illustrated in FIG. 11 is determined to be arranged on a tem-
plate (i.e., an output target). Thus, an image preferred by the
user can be preferentially output. In other words, it is highly
likely that the user prefers an image for which a rating has
been set, or an image having a large number of times of
printing or viewing. Thus, an image having a high evaluation
with respect to these items is preferentially determined as the
output target.

At the time when the layout data generation function 301
determines in step S1003 that there is an image file that
matches the layout data generation condition, the layout data
generation function 301 may select the image file as the target
to be arranged on a template. Further, if any of the evaluation
values of the image file calculated in step S1004 is higher than
a predetermined value, the layout data generation function
301 may select the image file to be arranged on a template by
omitting the processing in steps S1005 and S1006.
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As illustrated in FIG. 10, the layout data generation func-
tion 301 selects an image to be arranged on a template in a
case where the image matches a layout data generation con-
dition and has a high evaluation value.

Next, template selection processing performed by the lay-
out data generation function 301 is described. By this pro-
cessing, a template is selected to which the image selected by
the processing illustrated in FIG. 10 is arranged.

According to the present exemplary embodiment, to select
a template corresponding to a layout data generation condi-
tion, the IDs of conditions corresponding to the template is
described in the file of each template.

FIG. 9 illustrates an example of a file configuration of the
template 303. The template 303 includes a metadata portion
901 and a template portion 902. The template portion 902
includes coordinate information regarding an arrangement
area for laying out an image 903 and an image 904. The
template portion 902 also includes coordinate information
regarding an arrangement area for laying out a text 905, image
data of a design image 906, and coordinate information
regarding the design image 906.

The metadata portion 901 includes ID information corre-
sponding to the layout data generation condition 302. The
configuration of the metadata portion enables the selection of
a template corresponding to the layout data generation con-
dition 302. As illustrated in FIG. 9, a plurality of IDs may be
described so that the template 303 corresponds to a plurality
of conditions. For example, the metadata portion 901 of a
template for a birthday may include description of condition
IDs corresponding to the respective birthdays of “father”,
“mother”, and “son” so that the template for a birthday cor-
responds to the birthdays of a plurality of people. Conse-
quently, the same template can be used for a plurality of
people, so that an appropriate template can be selected with-
out storing a template for each of the birthdays of a plurality
of people.

The content of the metadata portion 901 may be stored in
the host computer 100, or may be stored in an external appa-
ratus, as a text file described, for example, in the XML format.
In this case, the content of the metadata portion 901 is appro-
priately transmitted from the external apparatus to the host
computer 100. For example, when the layout data generation
function 301 generates layout data, or when the application
software 101 is started, the host computer 100 obtains the text
of'the metadata portion 901 from the external apparatus. If the
metadata portion 901 is thus stored in the external apparatus,
it is easy to replace or edit data.

FIG. 12 is a flow chart illustrating a processing procedure
of the template selection processing performed by the layout
data generation function 301 illustrated in FIG. 3. This pro-
cess is achieved by the CPU 108 executing a program corre-
sponding to the layout data generation function 301 in FIG. 3
which is stored in the HD 107 or the ROM 110.

In step S1202, the layout data generation function 301
determines whether an ID described in the metadata portion
901 of'the template matches the condition ID obtained in step
S1201.

In step S1202, if the layout data generation function 301
determines that the condition ID is described in the template
(YES in step S1202), then in step S1203, the layout data
generation function 301 compares the number of image
arrangement areas stored in the template with the total num-
ber of the image files selected in step S1002 in FI1G. 10. If the
number of the image arrangement areas is equal to or greater
than the number of the selected image files (NO in step
S1203), the processing proceeds to step S1206, so as not to
select the template. Accordingly, it is possible to prevent the
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generation of a blank image arrangement area when layout
data is generated in which an image file is arranged.

In step S1203, if the layout data generation function 301
determines that the number of the image arrangement areas is
smaller than the number of the selected image files (YES in
step S1203), then in step S1204, the layout data generation
function 301 obtains information about a user’s residential
area and determines whether the template corresponds to the
user’s residential area. For example, when layout data is
printed in which an image is arranged on a template of which
size corresponds to an L-size in terms of a sheet size, it may
not be possible to appropriately print the layout data in an area
where L-size sheets are not used. Thus, in step S1204, the
layout data generation function 301 does not select the tem-
plate which does not correspond to the user’s residential area.

The information indicating the user’s residential area is
extracted by a device management application stored in the
host computer 100. Then, the layout data generation function
301 obtains the information about the user’s residential area
extracted as described above. In addition, an area correspond-
ing to the template is described in the metadata portion 901 of
the template 303. In step S1204, the layout data generation
function 301 compares the user’s residential area with the
area described in the template, and determines whether the
template corresponds to the user’s residential area.

In step S1204, if the layout data generation function 301
determines that the template corresponds to the user’s resi-
dential area (YES in step S1204), then in step S1205, the
layout data generation function 301 adds the template to a
template list as a candidate of an output target. Subsequently,
in step S1206, if the layout data generation function 301
determines that there is a next template (YES in step S1206),
the processing returns to step S1202. Through the determina-
tion processing in step S1206, the layout data generation
function 301 performs the processing in steps 1202 to 1205 on
all the templates stored in the HD 107 or the ROM 110.
Accordingly, among all the templates, templates that match
the conditions in steps 1202 to 1204 are added to the template
list.

Then, in step S1207, if the template list generated in step
S1205 includes a template that is not yet used according to its
usage history, the layout data generation function 301 extracts
atemplate that has been used in the past according to its usage
history, and performs processing for lowering the priority of
the extracted template. More specifically, in step S1207, the
layout data generation function 301 determines whether the
template list generated in step S1205 includes a template that
is not yet used according to its usage history. The usage
history is, for example, the history of use of the template with
respect to the ID of the layout data generation condition
obtained in step S1201.

In other words, if layout data is output a plurality of times
according to the timing information of the same layout data
generation condition, a template that is not used until the
output of the layout data is identified in the template list.
Then, if the template list includes a template that is not yet
used according to its usage history, the priority of a template
that has been used according to its usage history is made
lower than the priority of the template that is not yet used
according to its usage history. Consequently, a template that is
not yet used according to its usage history will be selected in
step S1208. Thus, when layout data pieces having a plurality
ofpatterns can be generated from a plurality of templates, itis
possible to preferentially output a template that the user has
not viewed among the plurality of templates. If the template
list does not include a template that is not yet used according
to its usage history, in other words, if all the templates in the
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template list have been used, the layout data generation func-
tion 301 selects a template among the used templates without
performing the processing for lowering the priority.

In step S1208, the layout data generation function 301
selects a template having the highest priority. Then, in step
S1209, if the layout data generation function 301 determines
that two or more templates are selected in step S1208 (YES in
step S1209), the processing proceeds to step S1210. For
example, if the template list includes a plurality of templates
that are not yet used according to their usage histories (tem-
plates to be used for the first time), the processing proceeds to
step S1210. In step S1210, the layout data generation function
301 randomly selects one template to be used from among the
templates selected in step S1208.

In step S1207, the layout data generation function 301
determines the priority order of templates based on whether a
template has been used according to its usage history, that is,
whether a template has been used to generate layout data. The
determination of the priority order, however, is not limited to
this method. Alternatively, the priorities of templates may be
weighted based on the number of times of use of the tem-
plates. Thus, even if a plurality of templates have been used
according to their usage histories in the processing in steps
1208 to 1210, it is possible to preferentially select a template
having a small number of times of use among the plurality of
templates.

As described above, the layout data generation function
301 can select an image preferred by the user as a target to be
arranged on a template by the processing illustrated in FIG.
10. In addition, by the processing illustrated in FIG. 12, the
layout data generation function 301 can select a template
which is not used by the user as an output target. Thus, the
layout data generation function 301 arranges an image pre-
ferred by the user to an unused template to generate layout
data. The layout data presentation function 307 presents the
thus generated layout data to the user. Then, if the user issues
an instruction to print the presented layout data, the printer
105 prints an image corresponding to the layout data on a
printing medium. Alternatively, if the user issues an instruc-
tion to store the presented layout data, the HD 107 stores the
layout data as one file. Thus, an image that the user desires to
output can be output in a variety of layouts.

In the above-described exemplary embodiment, to select
an image and a template as output targets, an image and a
template are selected by a combination of conditions having
a plurality of items including a person and an event. Thus,
based on the processing according to the above exemplary
embodiment, it is possible to generate layout data in which an
image related to a particular person and a particular event is
arranged on a template appropriate for the person and the
event.

Particularly, according to the above-described exemplary
embodiment, the date/time information corresponding to the
person and the event related to an image is compared with the
date and time (the current date and time) of outputting the
layout data, thus an image and a template corresponding to
the current date and time can be selected. Therefore, accord-
ing to the above-described exemplary embodiment, layout
data in which an image that matches the current date and time
is arranged on a template suitable for the image can be pre-
sented to the user.

In the above description, to select a template to be output,
a template is selected based on the ID of the layout data
generation condition. Next, an example is described as a
second exemplary embodiment in which a template is
selected based on a keyword of a layout data generation
condition.
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The template 303 according to the present exemplary
embodiment stores in the metadata portion 901 one or more
keywords indicating for what purpose of use the template 303
has been generated. Further, a person and an event corre-
sponding to the layout data generation condition 302 serve as
keywords corresponding to the layout data generation condi-
tion 302. Then, the layout data generation function 301 com-
pares the keywords of the template 303 with the keywords in
information included in layout data generation conditions to
select a template. As a condition for selecting a template, an
example for using printer information of a printer used by a
user is also described in addition to the conditions in the
template selection processing in FIG. 12.

FIG. 13 illustrates an example of the configuration of the
template 303. The template 303 includes a metadata portion
1301 and a template portion 1302. The metadata portion 1301
stores one or more keywords indicating for what purpose of
use the template 303 has been generated. The template 303
illustrated in F1G. 13 is a template expected to be used for, for
example, a child’s entrance ceremony. It is indicated that the
template is generated under the theme of flowers and cherry
blossoms. The template portion 1302 is similar in configura-
tion to the template portion 902 in FIG. 9.

FIG. 14 (including FIGS. 14A and 14B) is a flow chart
illustrating a example of the template selection processing
performed by the layout data generation function 301. In FIG.
14, the processing similar to those described in FIG. 12 are
denoted by the same step numbers, and the descriptions
thereof are omitted here.

In step S1401, the layout data generation function 301 sets
as condition keywords the keywords described in the layout
data generation condition selected in step S1006 in FIG. 10.
The keywords described in the selected layout data genera-
tion condition are, for example, the target person “father” and
the event “birthday” in the layout data generation condition of
the ID 001 in FIG. 8.

In step S1402, the layout data generation function 301
compares the keywords described as metadata in the template
with the condition keywords obtained in step S1401, and
determines whether there are keywords that match each other.
In step S1402, if the layout data generation function 301
determines that there are keywords that match each other
between the keywords described in the template and the con-
dition keywords (YES in step S1402), the layout data genera-
tion function 301 performs the processing in step S1203 and
the subsequent steps. In steps S1203 and S1204, the process-
ing similar to those in FIG. 12 are performed.

In step S1405, the layout data generation function 301
obtains printer information indicating a state and a capability
of a printer used by the user, and determines whether the
template corresponds to the printer information. The printer
information is extracted from the printer 105 by the device
management application stored in the host computer 100.
Then, the layout data generation function 301 obtains the
printer information extracted as described above. In addition,
the capability and the state of the printer corresponding to the
template is described in the metadata portion 901 of the
template 303. In step S1405, the layout data generation func-
tion 301 compares the printer information with information
described in the template, and determines whether the tem-
plate corresponds to the capability and the state of the printer
105.

FIG. 15 illustrates examples of the printer information and
template selection criterion based on the printer information.
As illustrated in FIG. 15, the layout data generation function
301 obtains as the printer information a sheet size which can
be used for printing in the printer 105 used by the user, and
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select a template corresponding to the sheet size. Alterna-
tively, the layout data generation function 301 may obtain as
the printer information a sheet size which is used for printing
in the past according to its history in the printer 105 used by
the user, and select a template corresponding to the sheet size.
Yet alternatively, the layout data generation function 301 may
obtain as the printer information amounts of remaining ink of
the printer 105 used by the user, and select a template that
mainly uses the color of an ink having a sufficient amount of
remaining ink. In steps S1205 to S1210, the processing simi-
lar to those in FIG. 12 are performed, and therefore, the
descriptions thereof are omitted.

As described above, in the example illustrated in FIG. 14,
atemplate is selected using as keywords a person and an event
to be output. Thus, it is possible to select a template that
matches a layout data generation condition without matching
an ID described in the template with the ID of the layout data
generation condition as in the processing illustrated in FIG.
12. Therefore, when a layout data generation condition and a
template are added, it is possible to easily select the newly
added template based on the newly added layout data genera-
tion condition.

Next, an example is described as a third exemplary
embodiment in which a user newly adds a layout data gen-
eration condition. In this example, the user issues an instruc-
tion using any of the operation devices, to add keywords.

For example, when an image file is stored in the image
database 306, the user inputs event information by operating
any of the operation devices, and registers the event informa-
tion in the ancillary information of the image file. As illus-
trated in FIG. 7, it is assumed that the user registers an event
having then event name “cherry blossom viewing with fam-
ily”, the event category “travel”, and the event occurrence
date “2012/4/1”. As a result, a layout data generation condi-
tion corresponding to the event information is newly added.

FIG. 16 illustrates the layout data generation condition
having the keywords registered by the user. As a result of the
user registering the event, a condition 1601 in FIG. 16 is
added as the layout data generation condition. If information
registered as an event by the user is added to the layout data
generation condition 302, the timing information is uni-
formly set as “one month after event occurrence, year not
considered”. The timing information, however, may be set
according to the event information input by the user. For
example, if the event category “travel” is selected, the timing
information “two months after event occurrence, year not
considered” may be set. Alternatively, if the event category
“birthday” is selected, the timing information “one month
before and after birthday, year not considered” may be set.

Then, if a template describing the keyword “cherry blos-
som viewing with family” is stored, the template is selected
under the condition 1601. Thus, the user can register, in an
image, keywords (a person and an event) for a template, and
add the keywords as a layout data generation condition.
Therefore, when layout data is generated using an image file
related to an event registered by the user, it is possible to
generate the layout data using a more appropriate template.

According to the above-described exemplary embodi-
ments, when layout data is generated, an image to be output
and a template on which the image is arranged are selected
based on a combination of a plurality of types of attributes of
an image, such as a person included in the image and an event
related to the image. Thus, it is possible to select an appro-
priate template for an image to be output, and present, to the
user, layout data in which the image to be output is arranged
on the template.
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Further, according to the above-described exemplary
embodiments, the date/time information corresponding to the
attributes of an image, such as a person and an event, is
compared with the date and time (the current date and time) of
outputting the layout data, so that the attributes of an image
corresponding to the current date and time can be identified.
Then, an image and a template are selected according to the
attributes of the image, and therefore, it is possible to present,
to the user, layout data in which the image that matches the
current date and time is arranged on a template that matches
the current date and time.

In the above description, an example is described in which,
when a template is selected, a template is selected that corre-
sponds to a combination of a plurality of types of attributes of
an image, such as a person and an event. The exemplary
embodiments, however, are not limited to this configuration.
Alternatively, a template may be selected according to one
type of an attribute, such as a person or an event. For example,
if the attributes of an image include “birthday”, a template
corresponding to a birthday may be selected.

Further, the application software 101 described above for
generating layout data may generate and output layout data at
various timings. For example, the application software 101
may generate layout data when the host computer 100 is
activated. Alternatively, the application software 101 may
generate layout data according to an instruction issued by the
user.

Further, as a method for outputting layout data, the layout
data presentation function 307 may perform a method for
causing the monitor 106 in FIG. 1 to display layout data in the
form of a slideshow, or a method for causing the printer 105
to perform print output of layout data. A method for output-
ting layout data is not limited to the presentation to a user. For
example, layout data may be stored as image data in the HD
107 of the host computer 100, or may be transmitted to an
external apparatus.

According to the above-described exemplary embodi-
ments, a photographic image photographed by a camera is
described as an example of an object to be arranged on a
template. The exemplary embodiments, however, are not lim-
ited to this example. Alternatively, an object may be vector
data of a figure or text data. In this case, for example, the
date/time information of the date and time when a file of a
vector image or text data has been generated is obtained from
the file as the photographing date and time described above.

Further, according to the above-described exemplary
embodiments, a person included in an image and an event
related to the image is described as examples of information
pieces about the image. The exemplary embodiments, how-
ever, are not limited to this example. Alternatively, for
example, in the case of figure data and a text image, the
outlines and the generation dates and times of the figure and
the text may be registered. At this time, based on a combina-
tion of the outlines and the generation dates and times of the
figure and the text, a figure and text corresponding to the
combination are selected, and also a template corresponding
to the combination is selected.

Further, according to the above-described exemplary
embodiments, an image and a template are selected based on
information indicating both a date and a time, such as the
current date and time and the photographing date and time of
an image. The exemplary embodiments, however, are not
limited to this example. Alternatively, an image and a tem-
plate may be selected according to information regarding a
date such as the current date or the photographing date of an
image without considering a time, or may be selected accord-
ing only to a time.
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OTHER EMBODIMENTS

Embodiments of the present invention can also be realized
by a computer of a system or apparatus that reads out and
executes computer executable instructions recorded on a stor-
age medium (e.g., non-transitory computer-readable storage
medium) to perform the functions of one or more of the
above-described embodiments of the present invention, and
by a method performed by the computer of the system or
apparatus by, for example, reading out and executing the
computer executable instructions from the storage medium to
perform the functions of one or more of the above-described
embodiments. The computer may comprise one or more of a
central processing unit (CPU), micro processing unit (MPU),
or other circuitry, and may include a network of separate
computers or separate computer processors. The computer
executable instructions may be provided to the computer, for
example, from a network or the storage medium. The storage
medium may include, for example, one or more of ahard disk,
a random-access memory (RAM), a read only memory
(ROM), a storage of distributed computing systems, an opti-
cal disk (such as a compact disc (CD), digital versatile disc
(DVD), or Blu-ray Disc (BD) (trade mark)), a flash memory
device, a memory card, and the like.

A program code for implementing the functions according
to the present exemplary embodiments may be executed by
one computer (a CPU or a micro processing unit (MPU)), or
may be executed with the cooperation of a plurality of com-
puters. Further, the program code may be executed by a
computer, or hardware may be provided such as a circuit for
implementing the functions of the program code. Alterna-
tively, a part of the program code may be implemented by
hardware, and a program corresponding to the remaining part
may be executed by a computer.

While the present invention has been described with refer-
ence to exemplary embodiments, it is to be understood that
the invention is not limited to the disclosed exemplary
embodiments. The scope of the following claims is to be
accorded the broadest interpretation so as to encompass all
modifications, equivalent structures, and functions.

This application claims the benefit of Japanese Patent
Application No. 2012-153677, filed Jul. 9, 2012, which is
hereby incorporated by reference herein in its entirety.

What is claimed is:

1. An apparatus comprising:

at least one memory configured to store at least one pro-
gram; and

at least one processor configured to execute the at least one
program to cause the apparatus to

specify a person in one or more images among a plurality of
images, by analyzing the plurality of images;

first register the person and a date corresponding to the
person, in a memory, in accordance with an instruction
by a user;

second register an image including the person, with the
person, in the memory, wherein in the memory, the date
is related to the person and the image is related to the
person;

determine an output target date corresponding to a prede-
termined output timing, from a plurality of dates regis-
tered in the memory, in accordance with the first regis-
tration;

determine an output target person corresponding to the
output target date, from a plurality of persons related to
the plurality of dates in the memory, in accordance with
the first registration;
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select an output target image which is related to the output
target person in the memory, in accordance with the
second registration; and

output the output target image to a display apparatus or a

printing apparatus.

2. The apparatus according to claim 1, wherein the at least
one processor is further configured to execute the at least one
program to cause the apparatus to generate layout data in
which the output target image is arranged on a template, and
output the generated layout data.

3. The apparatus according to claim 2, wherein the at least
one processor is further configured to execute the at least one
program to cause the apparatus to, in a case where the layout
data includes layout data pieces having a plurality of patterns
corresponding to the predetermined output timing, determine
an output target from among the layout data pieces having the
plurality of patterns based on an image to be arranged in the
layout data pieces having the plurality of patterns, and

output the layout data as the output target.

4. The apparatus according to claim 3, wherein the at least
one processor is further configured to execute the at least one
program to cause the apparatus to determine the layout data as
the output target based on the number of images selected for
each of the layout data pieces having the plurality of patterns
and the number of image arrangement areas in the template.

5. The apparatus according to claim 3, wherein the at least
one processor is further configured to execute the at least one
program to cause the apparatus to determine the layout data as
the output target based on at least one of’ a user’s evaluation
with respect to an image selected for each of the layout data
pieces having the plurality of patterns, and the number of
output times of the image.

6. The apparatus according to claim 2, wherein the at least
one processor is further configured to execute the at least one
program to cause the apparatus to

select a template corresponding to the person, and

generate layout data in which the output target image is

arranged on the selected template.
7. The apparatus according to claim 6, wherein the at least
one processor is further configured to execute the at least one
program to cause the apparatus to, based on usage histories of
a plurality of templates, select from among the plurality of
templates a template to be used in the layout data to be output.
8. The apparatus according to claim 1, wherein the at least
one processor is further configured to execute the at least one
program to cause the apparatus to obtain a current date/time
as the predetermined output timing, and determine the output
target date based on the obtained date/time.
9. The apparatus according to claim 1, wherein the at least
one processor is further configured to execute the at least one
program to cause the apparatus to cause the display apparatus
to display the image.
10. The apparatus according to claim 1, wherein the at least
one processor is further configured to execute the at least one
program to cause the apparatus to cause the printing appara-
tus to print the image.
11. The apparatus according to claim 1, wherein the at least
one processor is further configured to execute the at least one
program to cause the apparatus to register an event date of an
event with the person, as the date.
12. A method comprising:
specifying a person in one or more images among a plu-
rality of images, by analyzing the plurality of images;

first registering the specified person and a date correspond-
ing to the person, in a memory, in accordance with an
instruction by a user;
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second registering an image including the registered per-

son, with the person, in the memory,

wherein in the memory, the date is related to the person and

the image is related to the person, by the first registering
and the second registering;

first determining an output target date corresponding to a

predetermined output timing, from a plurality of dates
registered in the memory, in accordance with the first
registering;

second determining an output target person corresponding

to the output target date, from a plurality of persons
related to the plurality of dates in the memory, in accor-
dance with the first registering;

selecting an output target image which is related to the

determined output target person in the memory, inaccor-
dance with the second registering; and

outputting the selected output target image to a display

apparatus or a printing apparatus.

13. The method according to claim 12, wherein in the
outputting step, layout data is generated in which the output
target image selected is arranged on a template, and the gen-
erated layout data is outputted.

14. The method according to claim 13, further comprising:

determining, in a case where layout data pieces having a

plurality of patterns corresponding to the predetermined
output timing are generated, an output target from
among the layout data pieces having the plurality of
patterns based on an image to be arranged in the layout
data pieces having the plurality of patterns; and
outputting the layout data determined as the output target.

15. The method according to claim 14, wherein the layout
data determined as the output target is determined based on
the number of images selected for each of the layout data
pieces having the plurality of patterns and the number of
image arrangement areas in the template.

16. The method according to claim 14, wherein the layout
data determined as the output target is determined based on at
least one of: a user’s evaluation with respect to an image
selected for each of the layout data pieces having the plurality
of patterns, and the number of times of output of the image.

17. The method according to claim 13, further comprising:

selecting a template corresponding to the output target

person,

wherein the layout data is generated in which the output

target image is arranged on the template selected.

18. The method according to claim 17, wherein, based on
usage histories of a plurality of templates, a template to be
used in the layout data to be output is selected from among the
plurality of templates.

19. The method according to claim 12, further comprising:

obtaining a current date/time as the predetermined output

timing and determining whether the image is to be out-
put based on the obtained date/time and the timing infor-
mation; and

outputting the image in a case where it is determined that

the image is to be output.

20. The method according to claim 12, wherein the image
is displayed on the display apparatus.

21. The method according to claim 12, wherein the image
is printed on the printing apparatus.

22. The method according to claim 12, wherein in the first
registering, an event date of an event is registered with the
person, as the date.

23. A non-transitory storage medium storing a program for
causing a computer to execute a method, the method com-
prising:

specifying a person in one or more images;
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first registering the person and a date corresponding to the
person, in a memory, in accordance with an instruction
by a user;

second registering an image including the registered per-

son, with the person, in the memory, wherein in the
memory, the date is related to the person and the image
is related to the person, by the first registering and the
second registering;

first determining an output target date corresponding to a

predetermined output timing, from a plurality of dates
registered in the memory, in accordance with the first
registering;

second determining an output target person corresponding

to the output target date, from a plurality of persons
related to the plurality of dates in the memory, in accor-
dance with the first registering;

selecting an output target image which is related to the

determined output target person in the memory, in accor-
dance with the second registering; and

outputting the selected output target image to a display

apparatus or a printing apparatus.

24. The non-transitory storage medium according claim
23, wherein, in the first registering, the specified person and a
date corresponding to the specified person are registered.

25. An apparatus comprising:

at least one memory configured to store at least one pro-

gram; and

10

15

20

22

at least one processor configured to execute the at least one
program,

wherein the at least one processor

specifies a person in one or more images,

first registers the person and a date corresponding to the
person, in a memory, in accordance with an instruction
by a user,

second registers an image including the registered person,
with the person, in the memory, wherein in the memory,
the date is related to the person and the image is related
to the person,

determines an output target date corresponding to a prede-
termined output timing, from a plurality of dates regis-
tered in the memory, in accordance with the first regis-
tration,

determines an output target person corresponding to the
determined output target date, from a plurality of per-
sons related to the plurality of dates in the memory, in
accordance with the first registration,

selects an output target image which is related to the deter-
mined output target person in the memory, in accordance
with the second registration, and

outputs the selected output target image to a display appa-
ratus or a printing apparatus.
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